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ABSTRACT

We consider the problem of scheduling a single resource non-preemptively in order to maximize its utilization. The delay of a job is equal to the gap between its arrival time and the last possible time at which it may be started while still meeting its deadline. We introduce an additional restriction that each job must be willing to accept a delay proportional to its job length. That is, we assume there is some constant $\omega$, such that any job of length $|J|$ allows a delay of at least $\omega \cdot |J|$. This restriction is quite natural for admission control, as it seems reasonable that a job requesting 5 minutes of a resource might be willing to wait at least 10 seconds before beginning if necessary, whereas a job requesting 5 hours of time should be willing to handle a wait of 10 minutes instead.

Our results show that this additional requirement has dramatic effects on the competitiveness of online algorithms. Without this restriction, previous lower bounds show that no algorithm, deterministic or randomized, can achieve any bounded competitiveness for the problem when arbitrarily job lengths are allowed. We show that for any $\omega > 0$ a simple greedy algorithm is $(2 + \frac{1}{\omega})$-competitive, and we give lower bounds showing that this is the best possible result for a deterministic algorithm, even when all jobs have one of three distinct lengths. In the special case where all jobs have the same length, previous results give a tight bound of 2 on the competitiveness for deterministic algorithms without a minimum delay. We generalize these results, showing that the competitiveness for any $\omega \geq 0$ is exactly $1 + \frac{1}{[\omega] + 1}$. We also give tight bounds for the case where jobs have one of two distinct lengths.
1 Introduction

We study a model for the online scheduling of a single resource. At arbitrary times, requests arrive for jobs that require the use of the resource for some specific amount of time and which must be completed by a given time or else be lost. The delay of that job is equal to the amount of time between the job’s arrival and the last possible time at which it could be started in order to meet its deadline. For example, if a request comes for a job with delay zero, this job must either be given the resource immediately or else be lost for good. It is the role of the scheduler to decide which job to run on the resource through time, however we require that the schedule be non-preemptive, in that once a job has been started the scheduler is not allowed to stop the job. We do not necessarily require that the algorithm runs all jobs, but the goal of the scheduler is to maximize the amount of time for which the resource is in use. Our paper introduces an additional requirement, namely that every job of length $|J|$ must be willing to handle a delay of at least $\omega|J|$, for some constant $\omega \geq 0$.

The problem is online in nature, as we assume that the scheduler has no knowledge about the existence of any job until the time at which a request arrives. However when a request does arrive, the algorithm is immediately told both the length and deadline of the job. We will analyze the performance of an algorithm using competitive analysis, comparing the schedule produced by the algorithm to an optimal schedule produced by an algorithm that has full knowledge of all jobs from the beginning [7, 11].

This framework can be used to model many applications, and typically is motivated mostly by applications of scheduling for the delivery of communication through a network. For example, a video-on-demand provider may have a channel that can be devoted to sending video to a user, and requests may arrive requiring the channel for a specific length of time, to begin before a given deadline. We feel that the requirement of minimum delays proportional to the job length is quite reasonable in many settings, as someone requesting the resource for a long period of time should be more willing to wait longer than someone who may simply want one minute’s use of the resource. A special case of this problem, studied by Lipton and Tomkins, is when all jobs have delay exactly zero, and thus immediately need to be scheduled or else lost [8]. This model was then generalized to include delays by Goldman et al., where they allow each job to specify an arbitrary delay [6]. Notice that the existence of delays, in general, acts as a double-edged sword. Clearly, the existence of delays can only help a scheduler in increasing the resource utilization, as it offers more flexibility for scheduling jobs. However in terms of competitive analysis, delays may create more difficulties for an algorithm, as the optimal offline algorithm may know how to take better advantage of the flexibility. A requirement that minimum delays be proportional to the job lengths was introduced into a different model for scheduling on networks, where lower bounds are provided showing that this requirement does not significantly improve the overall competitiveness of the problem [5].

The main result of our paper is that for this problem, requiring a job’s delay to be at least proportional to the job’s length significantly improves the competitiveness for online scheduling algorithms. When $\omega = 0$, a previous lower bound shows that the competitiveness
depends logarithmically on the maximum job length \( [8] \), even when randomization is allowed, and thus no bounded competitiveness is possible when arbitrary job lengths are allowed. We show that a simple deterministic algorithm is \((2 + \frac{1}{\omega})\)-competitive for all values of \( \omega > 0 \), thereby providing a constant competitive ratio which does not depend on the maximum length job. We provide a lower bound showing that this is the best possible deterministic result, even when all jobs have one of three distinct lengths. In the special case where all jobs are required to have the same length (e.g., packets in an ATM network) [6], we generalize previous results, showing that the natural greedy algorithm is \( 1 + \frac{1}{|\omega|^2 + 1} \)-competitive, and again that this is the best possible deterministic result. In the case where jobs have one of two distinct lengths, we give tight bounds improving slightly on the \((2 + \frac{1}{\omega})\) bound for arbitrary lengths.

Our presentation is as follows. In Section 2, we begin by reviewing, in more detail, related research from the scheduling community. We define the precise model and notation in Section 3, and we give a summary of our exact results in Section 4. We present our upper bounds in Section 5, where we prove the competitiveness for several simple greedy algorithms. Following this, in Section 6, we provide lower bounds showing that, with one exception, our results are tight for all values of \( \omega \). We discuss open directions for research in Section 7. Finally, in the appendix, we provide more detailed results for the competitiveness when parameterized by both the value of \( \omega \), as well as the ratio between minimum and maximum job lengths.

## 2 Previous Work

The problem of scheduling a single resource non-preemptively, when all jobs have delay zero was studied by Lipton and Tomkins [8]. In the case where all jobs have one of two lengths 1 or \( \Delta \), they provide a randomized online algorithm that is 2-competitive for any \( \Delta \), and they give a lower bound that this is the best possible result. When arbitrary job lengths are considered, they provide a lower bound of \( \Omega(\log \Delta) \) for the competitiveness of any randomized algorithm, where \( \Delta \) is the ratio between the longest and shortest length. In this sense, they show that it is not possible to have an algorithm that has bounded competitiveness when \( \Delta \) is unrestricted. They provide an \( O(\log^{1+\epsilon} \Delta) \)-competitive randomized algorithm for this case. This work generalized an earlier deterministic lower bound by Long and Thakur for a related scheduling model in the context of scheduling disk transfers [9].

Goldman, Parwatikar and Suri extended the model of Lipton and Tomkins to allow jobs to specify arbitrary delay times, up to which they are willing to wait [6]. When arbitrary delay times are allowed, their model is exactly the same as the case \( \omega = 0 \) for our model. For arbitrary job lengths, they give a randomized algorithm that improves upon the result of Lipton and Tomkins, providing a \( 6(\lceil \log_2 \Delta \rceil + 1) \)-competitive algorithm. When two job lengths are allowed, they provide a 4-competitive randomized algorithm. Additionally, they consider the case where all job lengths are identical (a case that is easily solvable without any delays). They show that a deterministic greedy algorithm is 2-competitive, and that this is the best possible result. They give a lower bound of \( 4/3 \) for the randomized competitiveness.
in this setting, however without a matching upper bound. Additionally, they prove a curious result, namely that if all delays are equal to 1 or greater, then the same greedy algorithm becomes $3/2$-competitive. It is this result which is really the springboard of our own work. Our work generalizes this result for all values of $\omega$, and then we go on to consider the cases where job lengths vary. Goldman et. al., consider one other model for delays that they name uniform delays. In this setting, they require that all jobs of the same length have the same delay, although the value of this delay need not have anything to do with the job length. With this additional requirement, they are able to improve upon some of their results because there is no longer an issue of deciding how to choose between two jobs of the same length. This model of uniform delays does not readily translate to our own model, however our results are significantly stronger than the results for uniform delays. Baruah et. al. give a constant competitive algorithm for maximizing the resource utilization in a similar model as ours, except where they allow preemption of calls [3].

Our single resource scheduling problem is simply a special case of the more general problem of admission control of calls in larger communication networks. A general model for virtual circuit routing consists of a communication resource for each edge in a network, and requests arrive asking for a connection between two different points in the network, while specifying parameters such as the duration of the call, the bandwidth required, and possibly other information depending on the model. Awerbuch, Azar and Plotkin provide a deterministic, non-preemptive $O(\log \Delta)$-competitive algorithm for maximizing the throughput on a network, where they require an additional bound on the bandwidth used by a single call [1]. They also provide a lower bound showing that this is the best possible result for a deterministic algorithm. The restriction on bandwidth was removed for the special case of tree networks by Awerbuch, Bartal Fiat and Rosén [2].

Finally, an interesting result in relation to our work, is that of Feldman et. al. [5]. They consider the requirement of minimum delays proportional to job lengths, in the more general context of non-preemptive call control on networks. They generalize previous $\Omega(\log n)$ lower bounds, showing that even when a network is a linear array and randomization is allowed, the minimum delay requirement can not be used to asymptotically improve the competitiveness of algorithms.

3 Notation

We consider a job (or call) $J_i$ to be a triple of positive numbers $(a_i, l_i, w_i)$, where $a_i$ is the arrival time of the job, $l_i$ is the processing time, and $w_i$ is the amount of time the job is willing to wait after its arrival, before it must begin[6]. We will also refer to the deadline of the job, $d_i = a_i + w_i + l_i$, as the time at which the job must be completely processed, and the expiration time, $x_i = a_i + w_i$, as the latest time at which a job can be started in order to meet its deadline. We say that a job $J_i$ is available at time $t$ with respect to a partial schedule $\sigma$, if $a_i \leq t \leq x_i$, and if job $J_i$ has not been started in $\sigma$ prior to time $t$. The gain of a schedule $\sigma$ is equal to $|\sigma| = \sum_{J \in \sigma} |J|$, and the goal is to maximize the gain.

Without loss of generality, we assume that all job lengths are real numbers lying in the
range $[1..\Delta]$, for some $\Delta \geq 1$. Furthermore, for constant $\omega \geq 0$, we require that every job $J_i$ with length $l_i$ has a delay $w_i \geq \omega l_i$. Our results are robust, in the sense that our lower bounds apply even when both $\omega$ and $\Delta$ are given as part of the input, whereas our upper bounds are achieved using algorithms that need not know either of $\omega$ or $\Delta$ in advance.

### 3.1 Competitive Analysis

We use competitive analysis to measure the quality of an online algorithm [7, 11]. The performance of an online algorithm is evaluated by comparing the gain of the algorithm to the gain of the optimal offline algorithm that knows the entire future when making decisions. For (deterministic) online algorithm $A$, and problem instance $I$ we call $C_A(I) = \text{gain}_{opt}(I)/\text{gain}_A(I)$ the competitiveness of algorithm $A$ on instance $I$. The overall competitiveness of algorithm $A$ is $C_A = \max_I C_A(I)$, and so we call an algorithm $c$-competitive\(^1\) if for all instances $I$, $\text{gain}_{opt}(I) \leq c \cdot \text{gain}_A(I)$. Finally, we define the competitiveness of the problem, $C = \min_A C_A$, to be the competitiveness of the best possible (deterministic) online algorithm, and we say an algorithm is strongly competitive if it is $C$-competitive. If no algorithm exists with bounded competitiveness, we say $C = \infty$. We can also consider the use of randomized online algorithms. In this case, the competitiveness compares the gain of the optimal schedule to the expected gain of the randomized algorithm. We assume that the input for an algorithm is chosen by an oblivious adversary, who must choose the entire sequence before the algorithm begins its work [4, 10].

In order to characterize the competitiveness of this scheduling problem based on different values of $\Delta$ and $\omega$, we introduce the following notation. We let $D(\omega, \Delta)$ be the deterministic competitiveness of the scheduling problem for a fixed $\omega \geq 0$ and $\Delta \geq 1$. By definition, we see that $D(\omega, \Delta') \leq D(\omega, \Delta)$ for $\Delta' < \Delta$, and that $D(\omega', \Delta) \leq D(\omega, \Delta)$ for $\omega' > \omega$ as in each case, the left term refers to a more restricted set of inputs then the right term. The value $D(0, \Delta)$ is thus the competitiveness of the problem for a fixed $\Delta$ without any restriction on the delays. We use the notation $\hat{D}(\omega) = \max_\Delta D(\omega, \Delta)$ to denote the competitiveness of the problem for a fixed $\omega$ without any restriction on the maximum length. Finally, $\hat{D}(0)$ is thus the competitiveness of the problem without either restriction.

As was done by previous researchers, we study the special cases where all jobs have unit length, or where all jobs are of one of two lengths. We define $D_1(\omega)$ to be the deterministic competitiveness for the case where all jobs must have length 1, and we define $D_2(\omega, \Delta)$ to be the competitiveness for the case where all jobs must have either length 1 or length $\Delta$. In general, we see that $D(\omega, \Delta) \geq D_2(\omega, \Delta) \geq D_1(\omega)$ as each expression from left to right refers to a more restrictive set of problem instances. We again\(^2\) define $\hat{D}_2(\omega) = \max_\Delta D_2(\omega, \Delta)$.

---

\(^1\)Classically, the notion of competitiveness allows for a small additive error, namely that $\text{gain}_{opt}(I) \leq c \cdot \text{gain}_A(I) + b$ for some constant $b$. However, for this scheduling problem the definitions are identical because we can magnify any additive error by creating multiple copies of the same input placed end to end so as not to interfere with each other.

\(^2\)As a technicality, notice that we cannot claim that $D_2(\omega, \Delta') \leq D_2(\omega, \Delta)$ for $\Delta' < \Delta$, as we have defined $D_2(\omega, \Delta)$ such that all jobs must be of length 1 or $\Delta$. Therefore a construction that uses lengths 1 and $\Delta'$ is not a valid instance of the problem $D_2(\omega, \Delta)$. 

Finally, we characterize the competitiveness of randomized algorithms versus an oblivious adversary. We define $R(\omega, \Delta)$, $R_2(\omega, \Delta)$ and $R_1(\omega)$ to be the randomized competitiveness for the corresponding situations. Since any deterministic algorithm can be viewed as a randomized algorithm, we immediately have that $R(\omega, \Delta) \leq D(\omega, \Delta)$ for all cases.

### 3.2 A recap of previous work

We review the results of previous researchers when translated to our notation. Lipton and Tomkins prove the lower bound, $\hat{R}(0) \geq 2$, by giving a proof that implies that for any fixed $\Delta$, $R_2(0, \Delta) \geq 2 - \frac{1}{\Delta}$ [8]. When arbitrary length jobs are allowed, they prove a lower bound of $R(0, \Delta) = \Omega(\log(\Delta))$, and thus $\hat{R}(0) = \infty$. For unit-length jobs, Goldman, Parwatikar and Suri prove a tight bound of $D_1(0) = 2$, and they also show that $D_1(1) \leq \frac{3}{2}$ and that $R_1(0) \geq 4/3$ [6]. When jobs may have two distinct lengths, they show $\hat{R}_2(0) \leq 4$, and when arbitrary lengths are allowed, they show $R(0, \Delta) \leq 6([\log_2 \Delta] + 1)$, matching the Lipton-Tomkins lower bound up to a constant factor.

### 4 Summary of results

When all jobs are of unit length, we prove that the natural Greedy algorithm is a strongly $(1 + \frac{1}{[\omega]+1})$-competitive deterministic algorithm for all values of $\omega$. This generalizes the previous results for the case $\omega = 0$. For the case of two distinct job lengths, we give tight bounds showing that for all values of $\omega > 0$, the deterministic competitiveness is exactly $1 + \max\left(\frac{[\omega]+1}{\omega}, \frac{[\omega]+1}{\omega}\right)$. When arbitrary job lengths are allowed, we show that a greedy algorithm is $(2 + \frac{1}{\omega})$-competitive for all $\omega > 0$. We give a lower bound showing that this value is tight for all values of $\omega$, even if only three distinct job lengths are allowed.

A complete summary of our upper and lower bounds when parameterized by $\omega$ is given in Table 4. A more complete set of bounds, when parameterized by both $\omega$ and $\Delta$, is given in the appendix.

### 5 Deterministic Online Algorithms

We define a greedy-type algorithm to be one that never sits idle while a job is available. For such an algorithm, there is still some decision as to which job it chooses to run when several are available. When all jobs have unit length, without loss of generality, it is clear that the best job to run is the available job with the earliest expiration time, and so we call this the Greedy algorithm. When there exist jobs of two lengths, we will analyze another natural greedy algorithm. When there are jobs of arbitrary lengths, there are several natural choices for which job to run. Although some rules may be better than others, we prove in Section 5.3 that any greedy-type algorithm is strongly competitive for all values of $\omega$.

For these proofs, we borrow the notions of blocking and covering from [6]. Given two schedules $\sigma$ and $\sigma^*$, assume that job $J_j \in \sigma$ begins running in $\sigma$ at time $J_j^\sigma$, and that
<table>
<thead>
<tr>
<th>Unit-length jobs</th>
<th>$D_1(\omega)$</th>
<th>$R_1(\omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LB</td>
<td>UB</td>
</tr>
<tr>
<td>$\omega = 0$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$\omega \geq 0$</td>
<td>$1 + \frac{1}{</td>
<td>\omega</td>
</tr>
<tr>
<td></td>
<td>(Thm. 12)</td>
<td>(Thm. 4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Two distinct job lengths</th>
<th>$\hat{D}_2(\omega)$</th>
<th>$\hat{R}_2(\omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LB</td>
<td>UB</td>
</tr>
<tr>
<td>$\omega = 0$</td>
<td>$\infty$</td>
<td></td>
</tr>
<tr>
<td>$\omega &gt; 0$</td>
<td>$1 + \max\left(\frac{</td>
<td>\omega</td>
</tr>
<tr>
<td></td>
<td>(Cor. 17)</td>
<td>(Cor. 9)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arbitrary job lengths</th>
<th>$\hat{D}(\omega)$</th>
<th>$\hat{R}(\omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LB</td>
<td>UB</td>
</tr>
<tr>
<td>$\omega = 0$</td>
<td>$\infty$</td>
<td></td>
</tr>
<tr>
<td>$\omega &gt; 0$</td>
<td>$2 + \frac{1}{\omega}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Cor. 22)</td>
<td>(The. 10)</td>
</tr>
</tbody>
</table>

Table 1: The lower/upper bounds for the deterministic/randomized competitiveness of the problem, based on specific values of $\omega$. Randomized upper bounds are only shown when they improve on the deterministic results.
job $J_i \in \sigma^*$ begins running in $\sigma^*$ at time $J_i^{**}$, where $i$ and $j$ may or may not differ. We say that job $J_j^\sigma$ blocks $J_i^{**}$ if $J_j$ is running in $\sigma$ at the time when $J_i$ begins in $\sigma^*$, namely $J_j^\sigma \leq J_i^{**} < J_j^\sigma + |J_j|$. If job $J_j^\sigma$ blocks $J_i^{**}$, we additionally say that $J_j^\sigma$ covers $J_i^{**}$ if $J_j$ is still running in $\sigma$ after $J_j$ ends in $\sigma^*$, namely $J_j^\sigma + |J_j| \geq J_i^{**} + |J_i^{**}|$.

As part of our proofs, we will often need to prove an upper bound on the ratio $\frac{|\sigma|}{|J|}$ between the total length of jobs in a set $J'$ to the total length of jobs in a set $J$ (for example to compare the jobs scheduled in an optimal schedule versus the jobs scheduled by some algorithm). To do so, we use a charging scheme, similar to those of [6, 8]. In general, we will devise charging schemes where every job $J \in J$ distributes up to $c |J|$ units of value to various jobs of $J'$. If we can then show that every job $J' \in J'$ has received at least $c' |J'|$ units of cost, then we have proven that $c |J| \geq c' |J'|$, that is $\frac{|J|}{|J'|} \leq \frac{c}{c'}$.

### 5.1 Unit-Length Jobs

We consider the deterministic GREEDY algorithm that always schedules the available job with the earliest expiration time. We show that GREEDY achieves a competitive ratio of $1 + \frac{1}{|\omega| + 1}$. Later, we will see that this is in fact a strongly-competitive deterministic algorithm, for all values of $\omega$.

As in [6], we consider the schedule $\sigma$ produced by GREEDY, and call the periods during which the resource is continuously in use the busy periods of $\sigma$. Label these periods as $\pi_1, \pi_2, \ldots, \pi_m$, and let $b_i$ and $e_i$, respectively, denote the times at which $\pi_i$ begins and ends. Partition the job sequence $S$ into classes $S_1, S_2, \ldots, S_m$, where $S_i$ consists of exactly those jobs that arrived during the period $[b_i, e_i)$. In order to prove that GREEDY is $c$-competitive, it is sufficient to prove this result over subsequence $S_1$. Without loss of generality, we can artificially push back the arrival times of all other jobs to be later than the latest deadline of a job in $S_1$. This change will have no effect on the gain for GREEDY and the additional time can only help the optimal offline algorithm.

So without loss of generality, from this point on we assume that our instances are such that the GREEDY schedule results in a single busy period. We denote as $\sigma$, the schedule produced by GREEDY, and we denote as $\sigma^*$, an arbitrary optimal schedule. We also let $\sigma$ and $\sigma^*$ denote the actual set of jobs successfully run in the respective schedule. If we assume that the first job arrives at time $t = 0$, then each job in $\sigma$ will be started at an integral time unit.

We let $L$ denote the jobs in $\sigma^*$ scheduled to begin on or after time $e = e_1$ (i.e. ‘late’), $P$ denote the jobs in $\sigma^*$ scheduled to begin strictly before time $e$ (i.e. ‘prompt’), and $N$ denote the jobs in $\sigma$ that are not members of $L$. We denote $|L| = L$, $|P| = P$, and $|N| = N$. By definition, we see that $|\sigma^*| = P + L$. We claim that $L \subseteq \sigma$, as every job of $L$ was started in $\sigma^*$ at time $e$ or later, and hence has expiration time at least $e$. GREEDY’s queue was empty from time $e$ on, so it must be the case that any such job was already run in $\sigma$. Therefore $\sigma$ is exactly $N \cup L$ and so $|\sigma| = N + L$.

Rather than analyze the true schedule $\sigma$, we construct a different schedule $\sigma'$, and base our analysis on it. Given both $\sigma$ and $\sigma^*$, we construct $\sigma'$ as follows. We filter through the
Greedy schedule $\sigma$ from beginning to end, and at any starting point $t$ where $\sigma$ starts a job $J$ that was never run in $\sigma^*$, we look at the set $A$ of all jobs from $\sigma^*$ that are currently available. If $A$ is non-empty, we throw away $J$ for good, and replace the spot in the schedule with the member $J_a$ of $A$ with the earliest expiration. If $J_a$ was originally scheduled in $\sigma$ at a later time, then we leave the abandoned spot empty for now and allow it to filled later, if possible, as we filter that part of the original schedule. We call $\sigma'$ the resulting schedule at the end of this process. Notice that by construction, $|\sigma'| \leq |\sigma|$. All elements of $L$ are still in $\sigma'$, as our construction would never have thrown out any elements of $L \subseteq \sigma^*$. If we analogously define $N'$ as $\sigma' - L$, it must be that $N' \leq N$. We rely on the following two technical lemmas, whose proofs are delayed until Section 5.1.1.

Lemma 1 For any time $t$ at which $\sigma$ originally started a job, if $J_k \in \sigma^* - \sigma'$ is available to $\sigma'$, then $\sigma'$ must start some job $J_i \in \sigma^*$ at time $t$, with $x_i \leq x_k$.

Lemma 2 If $\sigma'$ starts some job at a given time, there can not exists two jobs of $\sigma^* - \sigma'$, both of which are available with respect to $\sigma'$ at that time.

Now, we begin our analysis of Greedy. Recall that $|\sigma^*| = P + L$ and $|\sigma| = N + L$. Furthermore, it must be that $P \leq N + L$, as Greedy runs $N + L$ jobs continuously from time 0 to time $e$, and thus the number of jobs that the optimal schedule begins strictly before time $e$ can be at most this many.

Lemma 3

$$N \geq \frac{|\omega|}{|\omega| + 1} P.$$  

Proof: Recalling that $N \geq N'$, we devise a charging scheme where each job of $N'$ is allowed to distribute up to $|\omega| + 1$ units of charge, and each job of $P$ receives at least $|\omega|$ units.

Given job $J_i \in N'$ that runs in $\sigma'$ at time $t$, we assign costs as follows:

- $|\omega|$ is assigned to itself, if this job also run in $\sigma^*$.
- 1 is assigned to any job $J_k \in \sigma^* - \sigma'$, that was available to $\sigma'$ at time $t$.

It is clear that each job of $N'$ has assigned at most $|\omega| + 1$ units overall. This is a result of Lemma 2, that assures us that at most one job will be paid by the second assignment rule.

Now, we show that all jobs of $P$ have been assigned at least $|\omega|$. If a job $J_k \in P$ was run in $\sigma'$, then that job will have been assigned $|\omega|$ from itself, and we are done. We must only show this result for a job $J_k \in P$ that did not ever run in $\sigma'$. First we note that such a job must not be scheduled in $\sigma$ either (our construction would never have thrown out a member of $P$), and thus it must be that $x_k < e$.

Since this job has a minimum delay of at least $\omega$, there must have been at least $|\omega|$ original start times at which this job was available to $\sigma'$. By Lemma 1, $\sigma'$ must start some
job $J_i$ with $x_i \leq x_k < \epsilon$, and thus $J_i$ is not a late job, rather $J_i \in \mathcal{N}'$. By the second assignment rule, it must be that $J_i$ paid 1 to $J_k$. Since this is true at each of the at least $\lceil \omega \rceil$ time slots at which $J_k$ was available to $\sigma'$, it must be that $J_k$ has been assigned at least $\lceil \omega \rceil$.

**Theorem 4** The Greedy algorithm is $\left(1 + \frac{1}{\lceil \omega \rceil + 1}\right)$-competitive, thus $D_1(\omega) \leq \left(1 + \frac{1}{\lceil \omega \rceil + 1}\right)$.

**Proof:** This follows from Lemma 3.

$$N \geq \frac{|\omega|}{\lceil \omega \rceil + 1} P = P - \frac{1}{\lceil \omega \rceil + 1} P \geq P - \frac{1}{\lceil \omega \rceil + 1} (N + L)$$

$$P \leq N + \frac{1}{\lceil \omega \rceil + 1} (N + L)$$

$$P + L \leq N + L + \frac{1}{\lceil \omega \rceil + 1} (N + L) = \left(1 + \frac{1}{\lceil \omega \rceil + 1}\right) (N + L)$$

$$\frac{|\sigma^*|}{|\sigma|} = \frac{P + L}{N + L} \leq \left(1 + \frac{1}{\lceil \omega \rceil + 1}\right)$$

**5.1.1 Technical lemmas**

**Lemma 1** For any time $t$ at which $\sigma$ originally started a job, if $J_k \in \sigma^* - \sigma'$ is available to $\sigma'$, then $\sigma'$ must start some job $J_i \in \sigma^*$ at time $t$, with $x_i \leq x_k$.

**Proof:** Let $J_k$ be a job run in $\sigma^*$, but not $\sigma'$, and let $t$ be some original start time of $\sigma$ at which $J_k$ was available to $\sigma'$. If this time slot were empty or contained a job not in $\sigma^*$, our construction surely would have placed $J_k$ or some other job of $\sigma^*$ in this slot instead. So some job $J_i \in \sigma^*$ must be started in $\sigma'$.

$J_i$'s placement in $\sigma'$ could be for one of two reasons. If $J_i$ was originally scheduled in this slot from $\sigma$, it must be that $x_i \leq x_k$ since Greedy could have chosen $J_k$. If $J_i$ was inserted during the transformation to $\sigma'$, then it also must be that $x_i \leq x_k$, since our construction chose the available item of $\sigma^*$ with minimal expiration, and so certainly $J_k$ was a candidate. Therefore, we have that $x_i \leq x_k$.

**Lemma 2** If $\sigma'$ starts some job at a given time, there cannot exist two jobs of $\sigma^* - \sigma'$, both of which are available with respect to $\sigma'$ at that time.

**Proof:** Suppose $J_1$ and $J_2$ are two such jobs from $\sigma^* - \sigma'$, both of which are available to $\sigma'$ at the same point in time. Let us assume that $a$ is the earlier arrival time of the two jobs,
and that $x$ is the later expiration of the two jobs. Let $t$ be the latest time at which $\sigma'$ started a job, even though either $J_1$ or $J_2$ was available (and thus $t \leq x < t + 1$). By Lemma 1, the job scheduled at time $t$ must have had an expiration time less than or equal to $x$ and must also be from $\sigma^*$.

Now, let $s$ be the earliest start time in $\sigma'$, such that over the range $[s, t]$, all jobs that $\sigma'$ starts have an expiration time of $x$ or earlier, and also are jobs from $\sigma^*$. Since the intervals of availability for our two jobs overlap, then at least one of them was available to $\sigma'$ throughout the range $[a, t]$. Therefore, Lemma 1 assures that every job started in this range is a member of $\sigma^*$ and has an expiration time of $x$ or less. This implies that $s \leq [a] \leq a + 1$. A sample range $[s, t]$ is displayed in Figure 1.

Let us denote as $R$, the set of all jobs that $\sigma'$ began during $[s, t]$, together with jobs $J_1$ and $J_2$. Notice that $|R| = 2 + (t - s) + 1 = t - s + 3$. We have already seen that every job of $R$ has an expiration $x_i \leq x < t + 1$, and belongs to $\sigma^*$. We also claim that each of these jobs has an arrival time $a_i > s - 1$. By our choice of $s$, any job that starts at time $s - 1$ in $\sigma'$, either has an expiration strictly greater than $x$ or else is not a member of $\sigma^*$. However, if a job in $R$ had arrived on or before $s - 1$, the job currently starting at $s - 1$ would not be there. If the current job is a member of $\sigma' - \sigma^*$, then it certainly would have been replaced during the transformation of $\sigma$ to $\sigma'$, and if the current job has expiration greater than $x$, then it would not have been chosen as the job with minimum expiration during either the original GREEDY algorithm or during the transformations.

At this point, we have a set of $t - s + 3$ jobs, each of which arrives strictly after time $s - 1$ and must start strictly before time $t + 1$. However for any schedule, at most $s - t + 2$ jobs can possibly start during the interval $(s - 1, t + 1)$, and thus it cannot be the case that the optimal schedule runs all of $R$. This is a contradiction, as all members of $R$ are contained in $\sigma^*$.

5.2 Jobs of Two Distinct Lengths

We consider the following deterministic algorithm, which we call GREEDY-TWOLENGTHS. When the resource is free, if there exists an available large job, the algorithm schedules the available large job with the earliest expiration time. If no large jobs are available, then the algorithm schedules the available small job with the earliest expiration time.
Theorem 5 For all $\omega$ and $\Delta$, if an algorithm never allows the resource to remain idle while jobs are available, that algorithm is $\max(1 + \Delta, 2 + \frac{1}{\omega})$-competitive.

Proof: We give the following charging scheme where each job $J \in \sigma$ distributes at most $c|J|$ units, and each job $J' \in \sigma^*$ receives at least $|J'|$ units of value, where $c = \max(1 + \Delta, 2 + \frac{1}{\omega})$.

Every job $J \in \sigma$, pays $|J|$ to itself if it also ran in $\sigma^*$, and pays $|J'|$ to any job $J' \in \sigma^*$ that is either blocked or covered by $J$. From these assignments, it is immediate that any job $J' \in \sigma^*$ was paid at least $|J'|$. If job $J'$ ran at any point in $\sigma$, then it will have paid for itself. Otherwise, consider the time $t$ at which $J'$ began in $\sigma^*$. Since $J'$ never ran in $\sigma$, it was available at time $t$. Because our algorithm never leaves the resource idle if a job is available, then some other job must either start or be in progress at time $t$ in $\sigma$. But any such job either blocks or covers $J'$, and so we again see that $J'$ will have been paid.

The more difficult fact to show is that any job $J \in \sigma$ pays out at most $c|J|$ units. We analyze the small and large jobs separately. For a small job $J$, we note that it cannot possibly cover another job, and it can only block one other job. Therefore, the most it could have possibly paid is $1 + \Delta$. But since $1 + \Delta \leq c$, we see that it has paid at most $c = c|J|$ units. For a large job $J$, it may cover up to $|\Delta|$ small jobs, as well as paying for itself and at most one additional job that it may block. Therefore, the most that it can pay out is $\Delta + \Delta + |\Delta| = |J|\left(2 + \frac{|\Delta|}{\Delta}\right)$. Note that if $\Delta \geq 2$, then we see that $c \geq \Delta + 1 \geq 3$, and therefore, $2 + \frac{|\Delta|}{\Delta} \leq c$. If $1 < \Delta < 2$, we see that $2 + \frac{|\Delta|}{\Delta} = 2 + \frac{1}{\Delta} \leq c$. Therefore $J$ has paid at most $c|J|$. 

Theorem 6 For $\omega \geq \frac{1}{\Delta}$, the Greedy-TwoLengths algorithm is $\left(2 + \frac{|\Delta| - 1}{\Delta}\right)$-competitive.

Proof: The key insight to this proof is that since $\omega \geq \frac{1}{\Delta}$, then the minimum delay for a large job $\omega \Delta \geq 1$. Therefore, it is not possible for a single small job to completely block the available window for a large job. If a small job is in progress when some large job arrives, that large job will still be available when the small job ends. At that time, if that large job is not the next to run, it will certainly be the case that the job which does run is also large. If our large job expires without being scheduled in this case, it will be able to blame both the small job and this other large job. With this in mind, we say that a large job $J_j \in \sigma$ pseudo-blocks a large job $J_i \in \sigma^*$, if $J_j$ begins in $\sigma$ strictly within the first unit of time of when $J_i$ runs in $\sigma^*$, or more formally if $J_i^\sigma < J_j^\sigma < J_i^\sigma + 1$.

Now we prove the claim, describing a charging scheme where each job $J \in \sigma$ distributes at most $\left(2 + \frac{|\Delta| - 1}{\Delta}\right)|J|$ units, and each job $J' \in \sigma^*$ receives at least $|J'|$ units of value.

Every small job $J \in \sigma$, pays 1 to itself, and 1 to any job $J' \in \sigma^*$, large or small, that is blocked by $J$. Every large job $J \in \sigma$, pays the following:

- $\Delta$ to itself
- $\Delta$ to any large job $J' \in \sigma^*$, that is blocked by $J$
- 1 to any small job $J' \in \sigma^*$, that is blocked by $J$
• \( \Delta - 1 \) to any large job \( J' \in \sigma^* \), that is pseudo-blocked by \( J \)

We first claim that every job \( J' \in \sigma^* \) collects at least \(|J'|\) units. Any such job which also runs in \( \sigma \) will have paid for itself. If such a small job does not run in \( \sigma \), then there must be some other job which blocks it, and that job will have paid 1 to \( J' \). If a large job \( J' \) does not run in \( \sigma \), we know that it must be blocked by some other job. If it was blocked by a large job, then that job will have paid \( \Delta = |J'| \) to \( J' \). Otherwise, \( J' \) was blocked by a small job, which will have paid 1 to \( J' \). However in this case, we claim that there must be some large job which pseudo-blocks \( J' \), and thus pays \( \Delta - 1 \) to \( J' \), in which case \( J' \) has received \( \Delta = |J'| \) overall. Let \( J_s \) be the small job which blocks \( J' \). Since our algorithm will never run a small job when a large is available, if \( J_s^* \) denotes the time at which \( J_s \) starts in \( \sigma \), it must be the case that \( J' \) arrives in the range \((J_s^*, J_s^* + 1)\). Since we have seen that the delay of a large job is at least 1, then at time \( J_s^* + 1 \) job \( J' \) must still be available. Therefore, the job started then by the Greedy-TwoLengths algorithm must be some other large job, and it is exactly the case that this large job pseudo-blocks \( J' \).

Now we claim that every job \( J \in \sigma \) pays out at most \( (2 + \frac{\Delta - 1}{\Delta}) |J| \) units. When \( J \) is a small job, in fact, it pays out at most 2 units, as it can block at most one job, and thus pay 1 each to the blocked job and to itself. The more interesting case is when \( J \) is a large job, and thus we must show that it pays at most \( (2 + \frac{\Delta - 1}{\Delta}) \Delta = 2\Delta + \lceil \Delta \rceil - 1 \) units. Assume that \( J \) runs in \( \sigma \) during the interval \([t, t + \Delta] \), and we consider two cases, depending on whether \( J \) pseudo-blocks some other job or not. If \( J \) does not pseudo-block any job, then at most \( \lceil \Delta \rceil \) jobs can begin during \([t, t + \Delta] \) in \( \sigma^* \) and thus be blocked, and at most one of these blocked job can be large. Therefore, \( J \) pays at most \( \Delta \) to itself, and \( \Delta + \lceil \Delta \rceil - 1 \) to blocked jobs. In the case where \( J \) does pseudo-block some other large job, we notice that the pseudo-blocked job must be running throughout the closed interval \([t, t + \Delta - 1] \) of \( \sigma^* \), and therefore at most one other job can begin in the interval \((t + \Delta - 1, t + \Delta) \), and thus be blocked. In the worst case, another large job will be blocked, in which case \( J \) has paid \( \Delta \) for itself, \( \Delta - 1 \) for the pseudo-blocked job, and \( \Delta \) for a blocked job. Thus it has paid at most \( 2\Delta + \Delta - 1 \leq 2\Delta + \lceil \Delta \rceil - 1 \). This completes our proof.

For jobs of two distinct lengths, we are able to match the lower bound of Theorem 15 when \( 1 \leq \omega < \Delta \). Our proof will be similar to the proof of the upper bound for unit-length jobs in Section 5.1, but considerably more complicated. Without loss of generality, we prove the competitiveness by analyzing a single busy period in \( \sigma \). Given both \( \sigma \) and \( \sigma^* \), we construct \( \sigma' \) as follows. We filter through the Greedy-TwoLengths schedule \( \sigma \) from beginning to end, and at any point \( t \) where \( \sigma \) starts a large job \( J \) that was never run in \( \sigma^* \), we look at the set \( \mathcal{A} \) of all large jobs from \( \sigma^* \) that are currently available. If \( \mathcal{A} \) is non-empty, we throw away \( J \) for good, and replace the spot in the schedule with that member \( J_a \) of \( \mathcal{A} \) with the earliest expiration. If \( J_a \) was originally scheduled in \( \sigma \) at a later time, then we leave the abandoned spot empty for now and allow it to filled later, if possible, as we filter that part of the original schedule. We call \( \sigma' \) the resulting schedule at the end of this process. Notice that by construction, \(|\sigma'| \leq |\sigma| \). We immediately have the following lemma.
Lemma 7 For any time $t$ at which $\sigma$ originally started a large job, if large job $J_k \in \sigma^* - \sigma'$ is available to $\sigma'$, then $\sigma'$ must start some large job $J_i \in \sigma^*$ at time $t$, with $x_i \leq x_k$.

The proof of this lemma is omitted, as it is identical to that of Lemma 1, with the additional fact that $J_i$ must be large as the GREEDY-TWOLENGTHS algorithm would never choose to start a small job when a large job was available.

Theorem 8 For $\omega \geq 1$, the GREEDY-TWOLENGTHS algorithm is $\left(1 + \frac{[\Delta]}{\Delta}\right)$-competitive.

Proof: Recalling that $|\sigma'| \leq |\sigma|$, we provide a direct charging scheme in which each job $J \in \sigma'$ is allowed to distribute up to $\left(1 + \frac{[\Delta]}{\Delta}\right) |J|$, and each job $J^* \in \sigma^*$ receives at least $|J^*|$ units. Given job $J$ which runs in $\sigma'$ at time $J'$, we assign costs as follows:

- $|J|$ is assigned to itself, if this job also run in $\sigma^*$.
- 1 is assigned to any small job $J^* \in \sigma^*$ which is blocked or covered by $J$.
- If $J$ has not yet paid out $\left(1 + \frac{[\Delta]}{\Delta}\right) |J|$, it pays all of the excess to the large job of $\sigma^* - \sigma'$ with the smallest expiration time greater than or equal to $J'$.

It is fairly clear that each job of $\sigma'$ has assigned at most $\left(1 + \frac{[\Delta]}{\Delta}\right) |J|$. The third rule cannot possibly violate this, therefore we only worry about a job paying for itself and any small blocked or covered jobs. A small job can block at most one other small job, and thus pays at most 1 to itself and 1 to a blocked job by the first two rules. A large job can block or cover at most $[\Delta]$ small jobs, and thus pays at most $\Delta$ to itself and $[\Delta]$ to blocked jobs, for a total of $\Delta + [\Delta] = \left(1 + \frac{[\Delta]}{\Delta}\right) \Delta$.

The more difficult fact to prove is that every job $J^* \in \sigma^*$ is paid at least $|J^*|$. Any job that ran in $\sigma'$ will have paid for itself. Also, any small job not in $\sigma'$ must have been blocked by some job, and that job will have paid it 1. Therefore, we must only show that any large jobs in $\sigma^* - \sigma'$ were paid enough. This payment will come from the third assignment rule. Let $J^*$ be a large job in $\sigma^* - \sigma'$, with expiration time $x$. We define $t$ to be the latest time at which a job starts in $\sigma'$, even though $J^*$ was available, and we assume job $J_t$ is the job which ran. Note that because $\omega \geq 1$, the window of availability for $J^*$ is at least $\Delta$, and so no single job can block the entire window. Therefore, we are assured that such a time $t$ exists. We have that $t \leq x < t + \Delta$. Our construction assures us, through Lemma 7, that $J_t$ is a large job, also in $\sigma^*$, and with expiration time at most $x$. Now we define $s \leq t$ to be the minimum start time in $\sigma'$ such that $\sigma'$ is never idle in the interval $[s, t]$, and that all jobs started during the interval $[s, t]$ are large, also in $\sigma^*$, and have expiration time at most $x$. We denote as $R$ the set of all jobs that $\sigma'$ begins during $[s, t]$, together with the job $J^*$. Lemma 7 assures us that every job of $R$ is contained in $\sigma^*$ and has an expiration time of at most $x$. Note that it must be the case that $t - s = k\Delta$ for some integer $k \geq 0$, and so the set $R$ contains $k + 2$ jobs ($J^*$ as well as the $k + 1$ jobs that start during the interval).
We break our proof into three cases depending on what was running in $\sigma$ immediately prior to time $s$. Either the resource was idle, running a small job, or running a large job. Actually, we begin by immediately showing that it is not possible that the resource was idle immediately prior to $s$. Assume that it was idle. In this case, it must be that all jobs of $R$ arrived on or after time $s$, as our greedy algorithm would not have been idle if any of these jobs had already arrived, and our construction of $\sigma'$ would not have left an empty spot if a job of $R$ could have been placed there. Recall that all jobs of $R$ expire on or before time $x < t + \Delta$, and that all jobs of $R$ are scheduled in $\sigma^*$. However this is not possible, as all jobs of $R$ must be scheduled in $\sigma^*$ to be completely contained during the interval $[s, x + \Delta] \subset [s, t + 2\Delta)$, yet strictly less than $\frac{t + 2\Delta - s}{\Delta} = k + 2$ jobs can be completely contained in this half-open interval.

So there must be some job $J_r$, small or large, which runs immediately prior to time $s$, beginning at time $s - |J_r|$. Now we show that $J^*$ will have been paid enough by the third rule, using the excess from jobs in $R$ along with excess from job $J_r$. We do this in two steps, first showing that the amount of this excess is at least equal to $\Delta$, and then showing that all of this excess will indeed be paid to job $J^*$.

First, we consider the case where $J_r$ is a small job. Since this job started at time $s - 1$, there must not have been any available large job, and therefore it must be that all jobs of $R$ arrive strictly after time $s - 1$. As we know, all jobs of $R$ expire on or before time $x < t + \Delta$, and yet $\sigma^*$ runs all of these jobs. Therefore, all $k + 2$ jobs of $R$ must be entirely contained during the interval $(s - 1, t + 2\Delta)$ of $\sigma^*$, with length less than $t + 2\Delta - (s - 1) = (k + 2)\Delta + 1$. Therefore, there is strictly less than 1 unit of time remaining in the interval, and so at most 1 small job can also begin during this interval. If we consider the payments of $J_r$ and jobs of $R$, we see that in addition to possibly paying for themselves, they are allowed to pay $\frac{\lceil \Delta \rceil}{\Delta} (1 + (k + 1)\Delta) \geq \frac{\lceil \Delta \rceil}{\Delta}(1 + \Delta) \geq 1 + \Delta$. Since at most 1 unit is paid to blocked small jobs, there are at least $\Delta$ units of remaining excess. We claim that all of this excess is in fact paid to $J^*$. If any of this excess were paid to some other large job, call it $J_o$, then this job must be in $\sigma^* - \sigma'$ and not in the set $R$. Furthermore this job must expire sometime between $s - 1$ and $x$, as it got paid the excess, ahead of $J^*$, by a job which started during this period. It must be that $J_o$ arrived strictly after time $s - 1$, since $\sigma'$ chose to start a small job at $s - 1$. But now, in addition to the set $R$, we have another job which arrives on or after $s - 1$, expires on or before $x < t + \Delta$, and yet runs in $\sigma^*$. This means that $k + 3$ large jobs must start in the interval $[s - 1, t + \Delta)$, which is impossible. Therefore, we are sure that any such excess is in fact paid to $J^*$, and so we have seen that $J^*$ is paid at least $\Delta$.

Finally, we consider the case where $J_r$ is a large job. This job starts at time $s - \Delta$. We claim that all jobs of $R$ must arrive strictly after time $s - \Delta$, based on Lemma 7 combined with our definition of the choice of $s$. As we know, all jobs of $R$ expire on or before time $x < t + \Delta$, and yet $\sigma^*$ runs all of these jobs. Therefore, all $k + 2$ jobs of $R$ must be entirely contained during the interval $(s - \Delta, t + 2\Delta)$ of $\sigma^*$, with length less than $t + 2\Delta - (s - \Delta) = (k + 3)\Delta$. Therefore, there is strictly less than $\Delta$ units of time remaining in the interval, and so at most $\Delta$ small job can also begin during this interval. If we consider the payments of $J_r$ and
jobs of $R$, we see that in addition to possibly paying for themselves, they are allowed to pay 
\[
\left\lfloor \frac{\Delta}{\Delta} \right\rfloor ((k + 2)\Delta) \geq \frac{\Delta}{\Delta} (2\Delta) \geq \left\lfloor \Delta \right\rfloor + \Delta.
\]
Since at most \( \left\lfloor \Delta \right\rfloor \) units are paid to blocked small jobs, there are at least \( \Delta \) units of remaining excess. We claim that all of this excess is in fact paid to \( J^* \). Assume, instead, that some of this excess were paid to some other large job, call it \( J_o \in \sigma - \sigma' \), with expiration \( x_o \leq x \). If this job arrives strictly after time \( s - \Delta \), then we produce a contradiction by the identical argument as the case where \( J_r \) was small. Therefore, we assume that job \( J_r \) arrived before \( s - \Delta \). However, now we ask why this job was not chosen to begin at \( s - \Delta \). According to Lemma 7, it must be that the job which did start then was large, contained in \( \sigma \), and has expiration less than or equal to \( x_o \leq x \). But this exactly contradicts our original definition of \( s \), as the interval \( [s - \Delta, t] \) would have satisfied the property we used to define \( s \). Therefore, we are sure that any such excess is in fact paid to \( J^* \), and so we have seen that \( J^* \) is paid at least \( \Delta \), completing our proof. 

Corollary 9 If \( \omega > 0 \),
\[
D_2(\omega) \leq 1 + \max\left(\frac{\left\lfloor \omega \right\rfloor + 1}{\left\lfloor \omega \right\rfloor}, \frac{\left\lfloor \omega \right\rfloor + 1}{\omega}\right).
\]

Proof: For a fixed \( \omega \), we prove this bound on \( D(\omega, \Delta) \) over all possible values of \( \Delta \).

- When \( 0 < \omega < \frac{1}{\Delta} < 1 \), we can apply Theorem 5, which assures us that \( D_2(\omega, \Delta) \leq \max(2 + \frac{1}{\Delta}, 1 + \Delta) \). Notice that \( \max(2 + \frac{1}{\Delta}, 1 + \Delta) \leq \max(3, 1 + \frac{1}{\omega}) = 1 + \max(2, \frac{1}{\omega}) \). Since \( \left\lfloor \omega \right\rfloor = 0 \) and \( \left\lfloor \omega \right\rfloor = 1 \), it is exactly the case that \( 1 + \max(2, \frac{1}{\omega}) = 1 + \max(\frac{\left\lfloor \omega \right\rfloor + 1}{\left\lfloor \omega \right\rfloor}, \frac{\left\lfloor \omega \right\rfloor + 1}{\omega}) \).

- When \( \frac{1}{\Delta} \leq \omega < 1 \), we can apply Theorem 6, which assures us that \( D_2(\omega, \Delta) \leq 2 + \frac{\left\lfloor \Delta \right\rfloor - 1}{\Delta} \). Notice that \( 2 + \frac{\left\lfloor \Delta \right\rfloor - 1}{\Delta} \leq 3 = 1 + \frac{\left\lfloor \omega \right\rfloor + 1}{\left\lfloor \omega \right\rfloor} \), and so \( D_2(\omega, \Delta) \leq 1 + \frac{\left\lfloor \omega \right\rfloor + 1}{\left\lfloor \omega \right\rfloor} \leq 1 + \max\left(\frac{\left\lfloor \omega \right\rfloor + 1}{\left\lfloor \omega \right\rfloor}, \frac{\left\lfloor \omega \right\rfloor + 1}{\omega}\right) \).

- When \( 1 \leq \omega < \Delta \), we can apply Theorem 8, which assures us that \( D_2(\omega, \Delta) \leq 1 + \frac{\left\lfloor \Delta \right\rfloor}{\Delta} \). If it happens that \( \left\lfloor \omega \right\rfloor \leq \Delta \), then \( 1 + \frac{\left\lfloor \Delta \right\rfloor}{\Delta} = 2 + \frac{\left\lfloor \Delta \right\rfloor - \Delta}{\Delta} < 2 + \frac{1}{\Delta} \leq 2 + \frac{1}{\omega} = 1 + \frac{\left\lfloor \omega \right\rfloor + 1}{\left\lfloor \omega \right\rfloor} \), satisfying our bound. Otherwise, we have that \( \omega < \Delta < \left\lfloor \omega \right\rfloor = \left\lfloor \Delta \right\rfloor = \left\lfloor \omega \right\rfloor + 1 \). In this case, \( 1 + \frac{\left\lfloor \Delta \right\rfloor}{\Delta} = 1 + \frac{\left\lfloor \omega \right\rfloor + 1}{\Delta} < 1 + \frac{\left\lfloor \omega \right\rfloor + 1}{\omega} \).

- When \( \Delta \leq \omega \), we can apply the more general Theorem 11, proven in the next section, which assures us that \( D_2(\omega, \Delta) \leq D(\omega, \Delta) \leq 2 + \frac{1}{\left\lfloor \omega \right\rfloor} = 1 + \frac{\left\lfloor \omega \right\rfloor + 1}{\left\lfloor \omega \right\rfloor} \).

We have proven the upper bound for every relevant combination of \( \omega \) and \( \Delta \), and so the proof is complete. 

5.3 Arbitrary Length Jobs

In this section, we consider the case where jobs can have arbitrary lengths in the range $[1, \Delta]$, and where the minimum allowable delay for any job of length $|J|$ is equal to $\omega |J|$.

**Theorem 10** For $\omega > 0$ and all $\Delta$,

$$D(\omega, \Delta) \leq 2 + \frac{1}{\omega}.$$  

*Proof:* We prove this upper bound by showing that any *greedy-type* algorithm achieves such a competitive ratio. Our proof structure is similar to the analysis of GREEDY in Section 5.1. Without loss of generality, we prove the competitiveness by analyzing a single *busy period* in $\sigma$. Again, we let $\mathcal{L}$ denote the jobs in $\sigma^*$ scheduled to begin on or after time $e$ (i.e. ‘late’), and $\mathcal{N}$ denote the jobs in $\sigma$ that were not members of $\mathcal{L}$. In a slightly different manner we now let $\mathcal{P}$ denote jobs in $\sigma^*$ scheduled to end on or before time $e$ (i.e. ‘prompt’), and finally we let job $J$ be the single job of $\sigma^*$, if one exists, which begins strictly before time $e$ yet ends strictly after time $e$. We let $L = \sum_{J \in \mathcal{L}} |J|$, and define values $N$ and $P$ analogously. By definition, we have that $|\sigma^*| = P + |J| + L$, and again we have that $|\sigma| \geq P$ and also that $|\sigma| = N + L$, as we know that $\mathcal{L} \subseteq \sigma$. From this, we see that $P + N + L \leq 2|\sigma|$. Adding $|J| - N$ to each side, we see that $|\sigma^*| = P + |J| + L \leq 2|\sigma| + (|J| - n)$. Rearranging, we have that $\frac{|\sigma^*|}{|\sigma|} \leq 2 + \frac{|J| - N}{|\sigma|}$.

Now, if $J \in \mathcal{N}$ or if $J$ does not exist, then we see that $|J| - N \leq 0$, and therefore it must be that $\frac{|\sigma^*|}{|\sigma|} \leq 2$. Otherwise, we have that $J$ exists and that $J$ did not run in $\sigma$. Now we take advantage of the fact that $J$ must have had a window of availability of at least $\omega |J|$. Since it never ran in $\sigma$, and $\sigma$ was produced by a greedy-type algorithm, then $\sigma$ must have been running other jobs throughout the window and so $|\sigma| \geq \omega |J|$. But in this case, $\frac{|\sigma^*|}{|\sigma|} \leq \frac{|J| - N}{\omega |J|} \leq \frac{|J|}{\omega |J|} = \frac{1}{\omega}$. Therefore, our competitiveness is at most $2 + \frac{1}{\omega}$.

**Theorem 11** For $\omega \geq \Delta$,

$$D(\omega, \Delta) \leq 2 + \frac{1}{|\omega|}.$$  

*Proof:* We prove this upper bound by showing that the GREEDY algorithm, which always schedules the available job with earliest expiration time achieves such a competitive ratio. Just as in the proof of Theorem 10, we analyze a single busy period of $\sigma$, and we see that $\frac{|\sigma^*|}{|\sigma|} \leq 2 + \frac{|J| - N}{|\sigma|}$.

Again, if $J \in \mathcal{N}$ or if $J$ does not exist, we immediately have that $\frac{|J| - N}{|\sigma|} \leq 0$. Otherwise, we claim that $|\sigma| \geq \omega |J|$ and also that $N \geq 1$. Both of these facts are again based on the fact that $J$ did not run in $\sigma$, although it had a window of availability of at least $\omega |J|$. Since $J$ did not run in $\sigma$, it must be that $\sigma$ was running other jobs throughout the window, and so $|\sigma| \geq \omega |J|$. Furthermore, since $\omega |J| \geq \Delta |J| \geq \Delta$, there must be at least one point at which $\sigma$ began running a job while $J$ was available. Because our algorithm chooses to run a
job with earliest expiration, the job which was run has an expiration time at least as early as $J$. Since $J$ was missed by $\sigma$, we know that its expiration time must be earlier than $\epsilon$. Therefore the job chosen over $J$ cannot be a late job, rather it is a job of $\mathcal{N}$, and as every job has length at least 1, we have that $N \geq 1$.

Now we are able to prove our bound. Because $|\sigma| \geq \omega|J|$ and $N \geq 1$, we see that $\frac{|J|-N}{|\sigma|} \leq \frac{|J|-1}{|\sigma|} \leq \frac{|J|-1}{\omega|J|}$. Finally, since $|J| \leq \Delta \leq \omega$, it must be that $\frac{|J|-1}{\omega|J|} \leq \frac{\omega-1}{\omega}$. Since $\frac{1}{\omega+1} - \frac{\omega-1}{\omega^2} = \frac{1}{\omega^2(\omega+1)} > 0$, we see that $\frac{\omega-1}{\omega^2} < \frac{1}{\omega+1} < \frac{1}{|\omega|}$. In summary, $\frac{\omega}{\sigma} \leq 2 + \frac{|J|-1}{\omega|J|} \leq 2 + \frac{1}{|\omega|}$.

6 Lower Bounds

Our lower bounds have the following basic form. In each construction, the online algorithm is given a single initial job, with a large delay, and it will have to decide when to run it. As this job may be the only one to arrive, any algorithm will have to run this job with non-zero probability at some point if it is still the only job to arrive. Otherwise such an algorithm would have a gain of zero, where the optimal algorithm has positive gain. For deterministic lower bounds, we know the exact time at which an algorithm chooses to run this initial job, and we can build the rest of our construction to begin after this time. For randomized lower bounds, we have to prepare two different constructions, one for which the best action is to run the initial job as soon as it arrives, and a second for which the best action is to wait, and we show that an oblivious adversary can always choose one of the scenarios that will be bad for a given randomized algorithm.

We consider the following three general constructions.

1. The initial job has unit length, and following it will be $z \geq 1$ large jobs, such that any algorithm that initially runs the first job we be forced to miss at least one of the $z$ jobs.

2. The initial job is large, and following it will be $k$ small jobs, such that any algorithm that initially runs the first job we be forced to miss all $k$ small jobs.

3. There is an initial job, and following it will be $k$ small jobs and $z$ large jobs, such that any algorithm that initially runs the first job we be forced to miss all $k$ small jobs and miss at least one of the $z$ large jobs.

Our choice of which construction to use, and the exact parameters chosen depend on the exact problem setting being considered.

6.1 Unit-Length Jobs

For this section, we concern ourselves only with unit-length jobs ($l_i = 1$), and thus all jobs have a minimum wait time of at least $\omega$. We use the first type of general construction, except that we only use jobs of unit length.
Figure 2: The left drawing shows arrivals and deadlines for instance $S_1$, in which it is necessary to schedule job $J_1$ last. The right drawing shows instance $S_2$, for which it is necessary to schedule job $J_1$ at time $t = 0$.

**Theorem 12** For all $\omega$,  
\[ D_1(\omega) \geq 1 + \frac{1}{\lfloor \omega \rfloor + 1} \quad \text{and} \quad R_1(\omega) \geq 1 + \frac{1}{2\lfloor \omega \rfloor + 3}. \]

**Proof:** Let $z = \lfloor \omega \rfloor + 1$, and thus $\omega = z - 2\varepsilon$ for some $0 < 1 \varepsilon \leq 1$. Consider the following two scenarios, consisting of $z + 1$ jobs with minimum wait $\omega$. In the first scenario $S_1$, we let job $J_1 = (0, 1, z + \varepsilon)$, and thus with deadline $z + 1 + \varepsilon$. We introduce $z$ other jobs each with parameters $(\varepsilon, 1, z - 2\varepsilon)$, and thus with deadlines at $z + 1 - \varepsilon$. For this input, it is possible to schedule all $z + 1$ jobs, by running the new jobs from time $[\varepsilon, z + \varepsilon]$ followed by job $J_1$ from $[z + \varepsilon, z + 1 + \varepsilon]$. However, any other schedule runs at most $z$ of the jobs.

Our second scenario, $S_2$, consists of the same first job $J_1$, however we now introduce $z$ other jobs each with parameters $(2\varepsilon, 1, z - 2\varepsilon)$, and thus with deadlines at $z + 1$. For this input, it is possible to schedule all $z + 1$ jobs, by running job $J_1$ at time $[0, 1)$, followed by the new jobs from time $[1, z + 1)$. Again, any other schedule runs at most $z$ of the jobs. Both of these scenarios are shown in Figure 2.

Notice that at time $t = 0$, both of these inputs look identical to an online algorithm. Given any deterministic algorithm $A$, we consider whether that algorithm schedules job $J_1$ at time $t = 0$. In either case, in one of the two scenarios above, it will only schedule $z$ tasks, whereas the optimal algorithm will schedule $z + 1$ in either case. Therefore $A$'s competitive ratio must be at least $\frac{z + 1}{z} = 1 + \frac{1}{z} = 1 + \frac{1}{\lfloor \omega \rfloor + 1}$.

Given any randomized algorithm $A$, there must be some fixed probability $p$ that it chooses to run job $J_1$ at time $t = 0$ for either scenario. If $p > \frac{1}{2}$, we consider scenario $S_1$, otherwise we consider scenario $S_2$. In either case, we are assured that at least $1/2$ of the time, algorithm $A$ will fail to schedule at least one job, whereas the optimal offline algorithm will always schedule all $z + 1$ jobs. Therefore, algorithm $A$ has an expected gain of at most $\frac{1}{2} \cdot z + \frac{1}{2} \cdot (z + 1) = z + \frac{1}{2}$. The competitive ratio must be at least $\frac{z + 1}{z + \frac{1}{2}} = 1 + \frac{1}{2z + 1} = 1 + \frac{1}{2\lfloor \omega \rfloor + 3}$.

**6.2 Jobs of Two Distinct Lengths**

In this section, we consider the case where all jobs are either of length 1 or length $\Delta > 1$, and where the delay for any job of length $|J|$ is equal to at least $\omega |J|$. We refer to jobs of length 1 as “small” jobs, and jobs of length $\Delta$ as “large” jobs.
Theorem 13 If $\omega < \frac{1}{\Delta}$,

$$D_2(\omega, \Delta) \geq 1 + \Delta.$$ 

Proof: This construction is of the first general form. Let $\epsilon = \frac{1 - \omega \Delta}{2} > 0$. We first consider the behavior of an algorithm $A$ when faced with job $J_1 = (0, 1, 1 + \Delta + \epsilon)$. If $A$ is deterministic, assume it begins running job $J_1$ at time $t$. Now we consider an additional job $J_2 = (t + \epsilon, \Delta, 1 - 2\epsilon)$.

Notice that the delay $1 - 2\epsilon = \omega \Delta$, and thus the minimum delay requirement is met for $J_2$. The expiration time for $J_2$ is equal to $t + 1 - \epsilon$. Since $A$ runs job $J_1$ from $[t, t + 1)$, it misses $J_2$, and thus has gain at most 1. However, the optimal schedule can achieve both jobs, and thus have gain $1 + \Delta$. This is done by running the large job during $[t + \epsilon, t + \epsilon + \Delta)$. Depending on the value of $t$, job $J_1$ always fits either immediately before or after this range. Therefore the competitive ratio for any such algorithm $A$ is no better than $\frac{1 + \Delta}{1} = 1 + \Delta$. \hfill \qed

Theorem 14 If $\omega < 1$,

$$D_2(\omega, \Delta) \geq 2 + \frac{[\Delta] - 1}{\Delta}.$$ 

Proof: The construction is of the third general form. Let $\epsilon = \frac{1}{2} \min(\Delta + 1 - [\Delta], (1 - \omega)\Delta) > 0$. We first consider the behavior of an algorithm $A$ when faced with job $J_1 = (0, \Delta, 3\Delta - \epsilon)$. If $A$ is deterministic, assume it begins running job $J_1$ at time $t$. Now we consider an additional large job $J_2 = (t + \epsilon, \Delta, \Delta - 2\epsilon)$, as well as $[\Delta] - 1$ additional small jobs, each with parameters $(t + \epsilon, 1, \Delta - 2\epsilon)$.

Notice that the delay of all jobs $\Delta - 2\epsilon \geq \omega \Delta$, and thus the minimum delay requirement is met for all of our jobs. The expiration time for all new jobs is equal to $t + \Delta - \epsilon$, and so $A$ will miss them all, as it runs $J_1$ from $[t, t + \Delta)$. However, the optimal schedule achieves all jobs, and thus has gain $2\Delta + [\Delta] - 1$. This is done by running the small jobs from $[t + \epsilon, t + \epsilon + [\Delta] - 1)$ and the large job from $[t + \Delta - \epsilon, t + 2\Delta - \epsilon)$. Depending on the value of $t$, job $J_1$ always fits either immediately before or after the other jobs. Therefore, the competitive ratio for any such algorithm $A$ is no better than $\frac{2\Delta + [\Delta] - 1}{\Delta} = 2 + \frac{[\Delta] - 1}{\Delta}$. \hfill \qed

Theorem 15 If $\omega < \Delta$,

$$D_2(\omega, \Delta) \geq 1 + \frac{[\Delta]}{\Delta}.$$ 

Proof: This construction is of the second general form. Let $\epsilon = \frac{1}{2} \min(\Delta - \omega, \Delta + 1 - [\Delta]) > 0$. We first consider the behavior of an algorithm $A$ when faced with job $J_1 = (0, \Delta, \max(\omega \Delta, \Delta + [\Delta] + \epsilon))$. If $A$ is deterministic, assume it begins running job $J_1$ at time $t$. Now we consider an additional $[\Delta]$ small jobs, each with parameters $(t + \epsilon, 1, \Delta - 2\epsilon)$.

Notice that the delay of the small jobs, $\Delta - 2\epsilon \geq \omega$, and thus the minimum delay requirement is met for all of our jobs. The expiration time for each of the new small jobs is equal to $t + \Delta - \epsilon$, and thus all of these jobs are lost by $A$ which runs $J_1$ from $[t, t + \Delta)$. \hfill \qed
Algorithm $A$ has gain at most $\Delta$, however the optimal schedule can achieve all jobs, and thus have gain $\Delta + \lceil \Delta \rceil$. This is done by running the small jobs from $[t + \epsilon, t + \epsilon + \lceil \Delta \rceil)$. Notice that the last of these jobs began exactly at $t + \epsilon + \lceil \Delta \rceil - 1 \leq t + \Delta - \epsilon$. Depending on the value of $t$, job $J_1$ always fits either immediately before or after the other jobs. Therefore the competitive ratio for any such algorithm $A$ is no better than $\frac{\Delta + \lceil \Delta \rceil}{\Delta} = 1 + \frac{\lceil \Delta \rceil}{\Delta}$.

**Corollary 16** $\hat{D}_2(0) = \infty$.

**Proof:** We can choose $\Delta$ arbitrarily large while Theorem 13 still applies, giving a lower bound of $1 + \Delta$ for arbitrarily large $\Delta$. 

**Corollary 17** For all $\omega > 0$,

$$\hat{D}_2(\omega) \geq 1 + \max\left(\frac{\lceil \omega \rceil + 1}{\omega}, \frac{\lceil \omega \rceil + 1}{\omega}\right).$$

**Proof:** If $0 < \omega < 1$, the claim reduces to proving that $\hat{D}_2(\omega) \geq \max(3, 1 + \frac{1}{\omega})$. First, let $\epsilon$ be arbitrarily small such that $0 < \epsilon < 1 - \omega$, and consider $\Delta = \frac{1 - \epsilon}{\omega} > 1$, for an arbitrary small value of $\epsilon > 0$, then we have $\omega < \frac{1}{\epsilon}$, and so Theorem 13 states that $D_2(\omega, \Delta) \geq 1 + \Delta$. Notice that $1 + \Delta = 1 + \frac{1}{\omega} - \frac{\epsilon}{\omega}$. Since we can choose $\epsilon$ arbitrarily small, this lower bound approaches $1 + \frac{1}{\omega}$, and so $\hat{D}_2(\omega) \geq 1 + \frac{1}{\omega}$. Alternatively, we could consider arbitrarily small $\epsilon > 0$, and let $\Delta = 1 + \epsilon$. In this case, Theorem 14 tells us that $D_2(\omega, \Delta) \geq 2 + \frac{\lceil \Delta \rceil - 1}{\Delta} = 2 + \frac{2}{1 + \epsilon}$. Since $\epsilon$ can be made arbitrarily small, this can be made arbitrarily close to 3 and thus $\hat{D}_2(\omega) \geq 3$. Together, these two bounds prove the result for $0 < \omega < 1$.

When $\omega \geq 1$, we again consider two possibilities. In the first, we let $\Delta = \lceil \omega \rceil + \epsilon$ for arbitrarily small $\epsilon > 0$. Theorem 15 assures us that

$$D_2(\omega, \Delta) \geq 1 + \frac{\lceil \Delta \rceil}{\Delta} = 1 + \frac{\lceil \omega \rceil + \epsilon}{\omega + \epsilon} = 1 + \frac{\lceil \omega \rceil + 1}{\omega + \epsilon}.$$

Since $\epsilon$ can be chosen arbitrarily small, this can be made arbitrarily close to $1 + \frac{\lceil \omega \rceil + 1}{\omega}$.

Secondly, we let $\Delta = \omega + \epsilon$ for arbitrarily small $\epsilon > 0$. Theorem 15 assures us that

$$D_2(\omega, \Delta) \geq 1 + \frac{\lceil \Delta \rceil}{\Delta} = 1 + \frac{\lceil \omega + \epsilon \rceil}{\omega + \epsilon} = 1 + \frac{\lceil \omega \rceil + 1}{\omega + \epsilon}.$$

Since $\epsilon$ can be chosen arbitrarily small, this can be made arbitrarily close to $1 + \frac{\lceil \omega \rceil + 1}{\omega}$. Combining these two possibilities, we see that $\hat{D}_2(\omega) \geq 1 + \max\left(\frac{\lceil \omega \rceil + 1}{\omega}, \frac{\lceil \omega \rceil + 1}{\omega}\right)$.
6.3 Arbitrary Length Jobs

In this section, we consider the case where jobs can have arbitrary lengths in the range $[1, \Delta]$, and where the minimum allowable delay for any job of length $|J|$ is equal to $\omega |J|$. It is worth noting that all of our lower bounds for $D(\omega)$ involve at most three distinct job lengths.

Theorem 18 If $\omega < \frac{1}{\Delta}$,
\[ D(\omega, \Delta) \geq 2 + \Delta. \]

Proof: The construction is of the third general form. Let $\epsilon$ be an arbitrarily small constant $\epsilon > 0$. We first consider the behavior of an algorithm $A$ when faced with job $J_1 = (0, 1 + 2\epsilon, 1 + \Delta + \epsilon)$. If $A$ is deterministic, assume it begins running job $J_1$ at time $t$. Now we consider two additional jobs $J_2 = (t + \epsilon, 1, 1)$ and $J_3 = (t + \epsilon, \Delta, 1)$.

Since $\omega < \frac{1}{\Delta}$, the delay $1 < \omega \Delta$ satisfies the minimum delay requirement for both jobs. The expiration time for both new jobs is equal to $t + 1 + \epsilon$. Since $A$ runs job $J_1$ from $[t, t + 1 + 2\epsilon)$, it misses both $J_2$ and $J_3$, and thus has gain at most $1 + 2\epsilon$. However, the optimal schedule achieves all jobs, and thus have gain $\Delta + 2 + \epsilon$. This is done by running $J_2$ from $[t + \epsilon, t + 1 + \epsilon)$ and $J_3$ from $[t + 1 + \epsilon, t + 1 + \Delta + \epsilon)$. Depending on the value of $t$, job $J_1$ always fits either immediately before or after this range. Therefore the competitive ratio for any such algorithm $A$ is no better than $\frac{\Delta + 2 + \epsilon}{t + 2\epsilon}$. Since $\epsilon$ can be chosen to be arbitrarily small, this lower bound can be made arbitrarily close to $2 + \Delta$. Therefore, it cannot be the case that any deterministic algorithm has a competitive ratio for $\epsilon < 2 + \Delta$. \qed

Theorem 19 If $\frac{1}{\Delta} \leq \omega < 1$,
\[ D(\omega, \Delta) \geq 2 + \frac{1}{\omega}. \]

Proof: The construction is of the third general form. Notice that for $\frac{1}{\Delta} \leq \omega < 1$, we have that $1 \leq |\omega \Delta| < \frac{\omega |\Delta|}{\omega} \leq \Delta$. Let $\epsilon$ be an arbitrarily small constant such that $0 < \epsilon \leq \frac{\Delta - |\omega \Delta|}{2}$. Let job $J_1 = (0, |\omega \Delta| + 2\epsilon, (2 + \frac{1}{\omega}) |\omega \Delta| + 3\epsilon)$, and consider the behavior of an algorithm $A$ when faced with job $J_1$. If $A$ is deterministic, assume it begins running job $J_1$ at time $t$. Now we consider an additional job $J_2 = (t + \epsilon, \frac{|\omega \Delta|}{\omega}, |\omega \Delta|)$, as well as $|\omega \Delta|$ additional unit-length jobs, $\langle t + \epsilon, 1, |\omega \Delta| \rangle$.

The expiration time for all new jobs is equal to $t + |\omega \Delta| + \epsilon$, and so $A$ will miss them all, as it runs $J_1$ from $[t, t + |\omega \Delta| + 2\epsilon)$. Therefore, the gain of $A$ is at most $|\omega \Delta| + 2\epsilon$, whereas the optimal schedule can achieve all jobs for a gain of $\left(2 + \frac{1}{\omega}\right) |\omega \Delta| + 2\epsilon$, by running the small jobs from $[t + \epsilon, t + |\omega \Delta| + \epsilon)$, and $J_2$ from $[t + |\omega \Delta| + \epsilon, t + (1 + \frac{1}{\omega}) |\omega \Delta| + \epsilon)$. Depending on the value of $t$, job $J_1$ always fits either immediately before or after this range. Therefore the competitive ratio for any such algorithm $A$ is no better than $\frac{\left(2 + \frac{1}{\omega}\right) |\omega \Delta| + 2\epsilon}{|\omega \Delta| + 2\epsilon}$. Since $\epsilon$ can be chosen to be arbitrarily small, this lower bound can be made arbitrarily close to $2 + \frac{1}{\omega}$. \qed
Theorem 20  If \(1 \leq \omega \leq [\Delta] - 1\),
\[
D(\omega, \Delta) \geq 2 + \frac{1}{\omega}.
\]

Proof: The construction is also of the third general form. Let \(\epsilon\) be an arbitrarily small constant such that \(0 < \epsilon \leq \frac{\Delta + 1 - [\Delta]}{2}\). Let integer \(K = [\Delta] - 1\). Consider the behavior of an algorithm \(A\) when faced with job \(J_1 = \langle 0, K + 2\epsilon, \left(2 + \frac{1}{\omega}\right) K + 3\epsilon \rangle\). If \(A\) is deterministic, assume it begins running job \(J_1\) at time \(t\). Now we consider an additional job \(J_2 = \langle t + \epsilon, \frac{K}{\omega}, K\rangle\), as well as \(K\) additional unit-length jobs, \(\langle t + \epsilon, 1, K\rangle\). Notice that \(|J_2| = \frac{K}{\omega}\) is such that \(1 \leq \frac{K}{\omega} \leq \Delta\).

The expiration time for all new jobs is equal to \(t + K + \epsilon\), and so \(A\) will miss them all, as it runs \(J_1\) from \([t, t + K + 2\epsilon]\). Therefore, the gain of \(A\) is at most \(K + 2\epsilon\), whereas the optimal schedule can achieve all jobs for a gain of \(K \left(2 + \frac{1}{\omega}\right) + 2\epsilon\), by running the small jobs from \([t + \epsilon, t + K + \epsilon]\), and \(J_2\) from \([t + K + \epsilon, t + K \left(1 + \frac{1}{\omega}\right) + \epsilon]\). Depending on the value of \(t\), job \(J_1\) always fits either immediately before or after this range. Therefore the competitive ratio for any such algorithm \(A\) is no better than \(\frac{K \left(2 + \frac{1}{\omega}\right) + 2\epsilon}{K + 2\epsilon}\). Since \(\epsilon\) can be chosen to be arbitrarily small, this lower bound can be made arbitrarily close to \(2 + \frac{1}{\omega}\).

Corollary 21  \(\hat{D}(0) = \infty\).

Proof: When \(\omega = 0\), we can let \(\Delta\) be arbitrarily large while Theorem 18 still applies, giving a lower bound of \(2 + \Delta\) for arbitrarily large \(\Delta\).

Corollary 22  For \(\omega > 0\),
\[
\hat{D}(\omega) \geq 2 + \frac{1}{\omega}.
\]

Proof: For any value of \(\omega\), we can always apply either Theorem 19 or 20, by choosing a large enough value of \(\Delta\).

7 Concluding Remarks

In this paper, we provide tight bounds for the competitiveness of deterministic algorithms in the scheduling model where jobs are required to accept minimum delays proportional to their jobs lengths. We show the following results,

- When arbitrary job lengths are allowed, we give a \((2 + \frac{1}{\omega})\)-competitive deterministic algorithm, and we provide a lower bound showing that this is the best possible deterministic results for all values of \(\omega > 0\).

- When all jobs have the same length, we show that the Greedy algorithm is \((1 + \frac{1}{[\omega] + 1})\)-competitive for all values of \(\omega \geq 0\), and we show that this is the best possible result for deterministic algorithms.
• When all jobs have one of two distinct lengths, we provide a tight bound for the deterministic competitiveness when $\omega > 0$, equal to $1 + \max\left(\frac{|\omega|+1}{|\omega|}, \frac{|\omega|+1}{\omega}\right)$.

There are several open questions. The first of which is to better understand whether randomization can be used to improve on the deterministic results. In this paper, we have set up the notation for the study of randomized online algorithms, but for the most part our results have involved deterministic algorithms. As a first step, we point towards a remaining open question of [6] concerning the case of unit-length jobs with no minimum delay. They show that the Greedy algorithm is a deterministic 2-competitive algorithm, and yet the strongest randomized lower bounds still allows for the possibility for a $4/3$-competitive algorithm. We feel that closing the gap for this case is a necessary precursor to improving on the results for values of $\omega > 0$. Additionally, some gaps remain in the appendix, regarding the exact deterministic competitiveness when parameterized by both $\omega$ and $\Lambda$.

This scheduling model may be generalized in several ways. The problem can be formulated in a multi-processor setting, where more than one channel is available to the scheduler. Also, as is pointed out in [6], we could add an additional parameter for each job specifying the payoff that the algorithm receives if that job is scheduled (in our model, the payoff is assumed to be exactly the length of the job). Finally, we ask whether a minimum delay requirement can be used to improve the competitiveness in other online scheduling problems.
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A Exact bounds parameterized by $(\omega, \Delta)$

In the main results of the paper, our goal was to better understand the bounds on competitiveness for fixed $\omega$ when we put no restrictions on $\Delta$. For the sake of completeness, in this section we attempt to give good upper and lower bounds for the competitiveness of the problem when both $\omega$ and $\Delta$ are fixed parameters.

A.1 Deterministic Online Algorithms

**Theorem 23** For all $\omega$ and $\Delta$, any greedy-type algorithm is $(2 + \Delta)$-competitive.

**Proof:** We use the identical charging scheme as Theorem 5, where every $J$ job pays $|J|$ to itself, and pays $|J'|$ to any job $J'$ which it blocks or covers. Again, it is clear that each job $J' \in \sigma^*$ was paid at least $|J'|$. In order to show that each job $J \in \sigma$ pays out at most $(2 + \Delta)|J|$ units, we notice that the sum of the lengths of jobs covered by it is at most $|J|$, and that it can block at most one additional job. Therefore, it pays at most $|J|$ to itself, at most $|J|$ to covered jobs, and at most $\Delta$ to the one additional blocked job, totaling at most $2|J| + \Delta \leq 2|J| + \Delta|J| = |J|(2 + \Delta)$. \[\]

A.2 Lower Bounds

**Corollary 24** If $\omega < \frac{1}{\Delta}$, then

$$D_2(\omega, \Delta) \geq \max(1 + \Delta, 2 + \frac{1}{\Delta}).$$
### Two distinct job lengths

<table>
<thead>
<tr>
<th></th>
<th>$D_2(\omega, \Delta)$</th>
<th>$R_2(\omega, \Delta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LB</td>
<td>UB</td>
</tr>
<tr>
<td>$0 \leq \omega &lt; \frac{1}{\Delta}$</td>
<td>$\max(1 + \Delta, 2 + \frac{1}{\Delta})$ (Cor. 24)</td>
<td>$2 - \frac{1}{\Delta}$ (Thm. 5)</td>
</tr>
<tr>
<td>$\frac{1}{\Delta} \leq \omega &lt; 1$</td>
<td>$2 + \frac{[\Delta]-1}{\Delta}$ (Thm. 14)</td>
<td>$[8]$</td>
</tr>
<tr>
<td>$1 \leq \omega &lt; \Delta$</td>
<td>$1 + \frac{[\Delta]}{\Delta+[\omega-\Delta]+1}$ (Thm. 15)</td>
<td>$2 + \frac{1}{[\omega]}$ (Thm. 8)</td>
</tr>
<tr>
<td>$\omega \geq \Delta$</td>
<td>$1 + \frac{[\Delta]}{\Delta+</td>
<td>\omega-\Delta</td>
</tr>
</tbody>
</table>

### Arbitrary job lengths

<table>
<thead>
<tr>
<th></th>
<th>$D(\omega, \Delta)$</th>
<th>$R(\omega, \Delta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LB</td>
<td>UB</td>
</tr>
<tr>
<td>$0 \leq \omega &lt; \frac{1}{\Delta}$</td>
<td>$2 + \Delta$ (Thm. 18)</td>
<td>$\Omega(\log \Delta)$ (Thm. 23)</td>
</tr>
<tr>
<td>$\frac{1}{\Delta} \leq \omega \leq \lceil \Delta \rceil - 1$</td>
<td>$2 + \frac{1}{\omega}$ (Thm. 19,20)</td>
<td>$\lceil \omega \rceil$ (Thm. 10)</td>
</tr>
<tr>
<td>$\lfloor \Delta \rfloor - 1 &lt; \omega &lt; \Delta$</td>
<td>$2 + \frac{1}{\omega} - \frac{[\omega]}{\omega}$ (Cor. 26)</td>
<td>$2 + \frac{1}{\omega}$ (Thm. 10)</td>
</tr>
<tr>
<td>$\omega \geq \Delta$</td>
<td>$1 + \frac{[\Delta]}{[\omega]+1}$ (Cor. 26)</td>
<td>$2 + \frac{1}{[\omega]}$ (Thm. 11)</td>
</tr>
<tr>
<td>$\omega \geq \Delta$</td>
<td>$1 + \frac{[\Delta]}{[\omega]}$ (Cor. 26)</td>
<td>$2 + \frac{1}{[\omega]}$ (Thm. 11)</td>
</tr>
</tbody>
</table>

Table 2: The lower/upper bounds for the deterministic/randomized competitiveness of the problem, when parameterized both by $\omega$ and $\Delta$. 
Proof: This proof is the direct result of applying Theorem 14 when $\Delta < 2$, combined with the bound from Theorem 13.

**Theorem 25** If $\omega \geq \Delta - 1$,

$$D_2(\omega, \Delta) \geq 1 + \frac{[\Delta]}{\Delta + \lfloor \omega - \Delta \rfloor + 1}.$$ 

Proof: For this proof, we let $\{\Delta\} = \Delta - \lfloor \Delta \rfloor$ denote the fractional part of $\Delta$, and $\{\omega\} = \omega - \lfloor \omega \rfloor$ the fractional part of $\omega$. We break our proof into three separate cases.

The first case is if $\{\Delta\} = 0$ and the second case is if $\{\omega\} < \{\Delta\}$. We use the identical construction for both of these cases, with only a slight difference in the analysis. We let $\epsilon > 0$ be an arbitrarily small constant, and we consider the behavior of an algorithm $A$ when faced with job $J_1 = \langle 0, \Delta, \Delta + \omega + 2 \rangle$. If $A$ is deterministic, assume it begins running job $J_1$ at time $t$. Now we consider an additional $\lfloor \omega \rfloor + 1$ small jobs, each with parameters $\langle \epsilon, 1, \omega \rangle$.

The expiration time for all new jobs is equal to $t + \omega + \epsilon$. Since $A$ runs job $J_1$ from $[t, t + \Delta)$, the only small jobs it can run must be started during the interval $[t + \Delta, t + \omega + \epsilon]$. But at most $\max(0, 1 + [(t + \omega + \epsilon) - (t + \Delta)]) = \max(0, 1 + \lfloor \omega + \epsilon - \Delta \rfloor)$ small jobs can be started during that interval. For sufficiently small $\epsilon$, $1 + \lfloor \omega + \epsilon - \Delta \rfloor = 1 + \lfloor \omega - \Delta \rfloor$. Since $\omega \geq \Delta - 1$, $\max(0, 1 + \lfloor \omega - \Delta \rfloor) = 1 + \lfloor \omega - \Delta \rfloor$. So the gain of $A$ including $J_1$ is at most $\Delta + \lfloor \omega - \Delta \rfloor + 1$. The optimal schedule achieves all jobs for a gain of $\Delta + \lfloor \omega \rfloor + 1$, by running all of the small jobs from $\lceil t, t + \lfloor \omega \rfloor + 1 \rceil$, and running the large job either before or after. Therefore, the competitiveness of any such algorithm $A$ is no better than,

$$\frac{\Delta + \lfloor \omega \rfloor + 1}{\Delta + \lfloor \omega - \Delta \rfloor + 1} = 1 + \frac{\lfloor \omega \rfloor - \lfloor \omega - \Delta \rfloor}{\Delta + \lfloor \omega - \Delta \rfloor + 1}.$$ 

In both cases, we are able to show that the numerator is exactly equal to $[\Delta]$, proving our claim. In the case where $\{\Delta\} = 0$ and thus $\Delta = \lfloor \Delta \rfloor$, we see that,

$$\lfloor \omega \rfloor - \lfloor \omega - \Delta \rfloor = \lfloor \omega \rfloor - \lfloor \omega - \lfloor \Delta \rfloor \rfloor = \lfloor \omega \rfloor - (\lfloor \omega \rfloor - \lfloor \Delta \rfloor) = [\Delta].$$

In the second case, where $\{\omega\} < \{\Delta\}$, we see that

$$\lfloor \omega \rfloor - \lfloor \omega - \Delta \rfloor = \lfloor \omega \rfloor + \lfloor \Delta - \omega \rfloor - \lfloor \omega \rfloor - \{\omega\} = \lfloor \omega \rfloor - \lfloor \omega \rfloor + [\Delta - \{\omega\}] = \lfloor \Delta \rfloor + \lfloor \{\Delta\} - \{\omega\} \rfloor = \lfloor \Delta \rfloor + 1 = \lfloor \Delta \rfloor.$$ 

Finally, the remaining case is if $0 < \{\Delta\} \leq \{\omega\}$. In this case we again consider the behavior of an algorithm $A$ when faced with job $J_1 = \langle 0, \Delta, \Delta + \omega + 2 \rangle$. If $A$ is deterministic, assume it begins running job $J_1$ at time $t$. This time, we change the construction slightly, considering an additional $\lfloor \omega \rfloor + 1$ small jobs, each with parameters $\langle \epsilon, 1, \lfloor \omega \rfloor \rangle$. The expiration time for all new jobs is equal to $t + \lfloor \omega \rfloor + \epsilon$. Since $A$ runs job $J_1$ from $[t, t + \Delta)$, the only small jobs it can run must be started during the interval $[t + \Delta, t + \lfloor \omega \rfloor + \epsilon]$. During this
interval, at most \( \max(0,1 + [(t + \lfloor \omega \rfloor + \epsilon) - (t + \Delta)]) = \max(0,1 + [\omega] + \epsilon - \Delta) \) small jobs can be started. We see that,

\[
1 + [\omega] + \epsilon - \Delta = 1 + [\omega] + [\epsilon - \Delta] = 1 + [\omega] - [\Delta - \epsilon] = 1 + [\omega] - [\Delta]
\]

\[
\]

Since \( \omega \geq \Delta - 1 \), \( \max(0,1 + [\omega - \Delta]) = 1 + [\omega - \Delta] \). So the gain of \( A \) including \( J_1 \) is at most \( \Delta + [\omega - \Delta] + 1 \). The optimal schedule achieves all job for a gain of \( \Delta + [\omega] + 1 \), by running all of the small jobs from \( [t, t + [\omega] + 1) \), and running the large job either before or after. Therefore, the competitiveness of any such algorithm \( A \) is no better than,

\[
\frac{\Delta + [\omega] + 1}{\Delta + [\omega - \Delta] + 1} = 1 + \frac{[\omega] - [\omega - \Delta]}{\Delta + [\omega - \Delta] + 1}.
\]

Rearranging the numerator proves our claims, as \( [\omega] = [\omega] + 1 \) and \( [\Delta] = [\Delta] + 1 \), and so

\[
\]

\[
\]

\[
\square
\]

**Corollary 26** For all values of \( \omega > [\Delta] - 1 \),

when \( 0 < \{\Delta\} \leq \{\omega\} \), \( D(\omega, \Delta) \geq 1 + \frac{[\Delta]}{[\omega] + 1} \).

when \( \{\Delta\} = 0 \) or \( \{\Delta\} > \{\omega\} \), \( D(\omega, \Delta) \geq 1 + \frac{[\Delta]}{\omega} \).

**Proof:** We know that \( D(\omega, \Delta) \geq D(\omega, \Delta') \geq D_2(\omega, \Delta') \) so long as \( \Delta' \leq \Delta \).

First we consider the case that \( 0 < \{\Delta\} \leq \{\omega\} \). We let \( \epsilon \) be an arbitrarily small constant such that \( 0 < \epsilon < \max(\{\omega\}, \omega - ([\Delta] - 1)) \) and let \( \Delta' = [\Delta] - 1 + \epsilon \). It is easy to verify

that \( \omega > \Delta' - 1 \), and so Theorem 25 assures us that,

\[
D_2(\omega, \Delta') \geq 1 + \frac{[\Delta] + \epsilon}{[\Delta] + [\omega - \Delta'] + 1} = 1 + \frac{[\Delta] + [\omega - (\Delta' - 1 + \epsilon)] + 1}{\Delta' - 1 + \epsilon - [\Delta] + 1 + [\omega - \epsilon] + 1} = 1 + \frac{[\Delta]}{\epsilon + [\omega] + 1}.
\]

As \( \Delta' \leq \Delta \), we know that \( D(\omega, \Delta) \geq D_2(\omega, \Delta') \), and since \( \epsilon \) can be chosen to be arbitrarily small, we get that \( D(\omega, \Delta) \geq 1 + \frac{[\Delta]}{[\omega] + 1} \).
In the case that \( \{\Delta\} > \{\omega\} \), let \( \epsilon \) be an arbitrarily small constant such that \( 0 < \epsilon < \{\Delta\} - \{\omega\} \) and in the case where \( \{\Delta\} = 0 \), let \( \epsilon \) be an arbitrarily small constant such that \( 0 < \epsilon < 1 - \{\omega\} \). Now let \( \Delta' = [\Delta] - 1 + \{\omega\} + \epsilon \). It is easy to verify that \( \omega > \Delta' - 1 \), and so Theorem 25 assures us that,

\[
D_2(\omega, \Delta') \geq 1 + \frac{[\Delta']}{\Delta' + [\omega - \Delta'] + 1}
\]

\[
= 1 + \frac{[\Delta] - 1 + \{\omega\} + \epsilon}{[\Delta] - 1 + \{\omega\} + \epsilon + [\omega - (\Delta] - 1 + \{\omega\} + \epsilon] + 1}
\]

\[
= 1 + \frac{[\Delta] - 1 + \{\omega\} + \epsilon - [\Delta] + 1 + [\omega - \{\omega\} - \epsilon] + 1}{[\omega] + \epsilon + [\omega] - \epsilon + 1} = 1 + \frac{[\Delta]}{\omega + \epsilon}
\]

As \( \Delta' \leq \Delta \), we know that \( D(\omega, \Delta) \geq D_2(\omega, \Delta') \), and since \( \epsilon \) can be chosen to be arbitrarily small, we get that \( D(\omega, \Delta) \geq 1 + \frac{[\Delta]}{\omega} \).