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RNA secondary structural motifs, such as stems, loops, 

and bulges, are fundamental units of RNA folding and 

structure. These motifs influence critical biological 

processes, including gene regulation and molecular 

interactions. Despite extensive RNA sequence data, 

accurately predicting 3D structures remains 

challenging due to the scarcity of experimentally 

resolved RNA structures and the limitations of 

traditional tools to identify homologous RNA motifs.

This work focuses on enhancing RNA motif 

representation by integrating contrastive learning and 

RNA language models. By combining sequence and 

structure embeddings, we aim to improve motif 

clustering, classification, and sequence-structure 

alignment. 

Dataset
Statistics and Visualization of Motifs in CoSSMos2 Database 

Methods
A. Sequence-Based Learning

RNA motif sequences are processed using the RNA

language model1 for embedding extraction:

Method  1: Default embeddings from RNA-FM.

Method 2: Fine-tuned embeddings from RNA-FM,

optimized for motif-specific sequence classification.

B. Structure-Based Learning

RNA motif 3D structures are encoded using a 3D 

ResNet model:

Method 1: Train 3D ResNet for multi-class 

classification (25 motif types)

Method 2: Apply contrastive learning directly to 

structural data for motif representation.

C. Contrastive Learning

To integrate sequence and structure information, we

 1) align sequence and structure embeddings for 

RNA motifs.

 2) capture relationships between motifs' sequence 

features and their structural characteristics.
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II. Evaluation of Motif classification using sequence model and structure model

After Contrastive Learning

I. Visualization of RNA motif embeddings for three different deep learning models
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D. Framework of Contrastive Learning for RNA

secondary structural motifs
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